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The protein-folding problem has long been one of the most significant challenges in molecular biology, due to
the intricate complexity of protein structures, the mechanisms underlying the folding process, and the high costs
and time-consuming nature of experimental techniques for determining atomic positions within a molecule.
Recent advances in computational power and artificial intelligence (Al) have significantly advanced the ability to
address this problem, enabling rapid, cost-effective, and highly accurate analyses of complex biological phenom-
ena. AlphaFold 2, an Al program developed by DeepMind (Google), has demonstrated the ability to predict the
3D structures of nearly all proteins in the Protein Data Bank with an accuracy approaching that of experimental
methods. This paper provides a concise review of AlphaFold and other Al-based methods for predicting tertiary
protein structures, highlighting their real-world applications, impacts, limitations, and the ongoing challenges
that remain to be addressed in this evolving field.
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Introduction

The human body contains approximately 20,000 protein-coding
genes within the human genome [1]. These genes are responsible for
producing hundreds of thousands of distinct proteins and their vari-
ants, collectively called the human proteome. A single gene can gen-
erate multiple proteins through processes such as alternative splicing
(AS) and post-translational modifications (PTMs), which give rise to
different protoforms (protein species) [2]. The total proreform space
is estimated to range from 1 to 10 million, although it is not yet fully
characterized. This immense diversity explains why proteins consti-
tute the majority (50%) of the dry weight of a human cell, while the
remaining dry weight is composed of lipids (20%), carbohydrates
(10%), nucleic acids (10%), inorganic ions, and other small mole-
cules. When considering all organisms, the total number of known
proteins continues to grow rapidly, with current estimates suggesting
approximately 200 million proteins [3]. To manage the vast amount of
information generated by such an extensive dataset, specialized data-
bases have been developed to catalog protein structures, sequences,

interactions, and functionalities. Prominent examples include Uni-
Prot, a comprehensive resource for protein sequence and functional
information, the Protein Data Bank (PDB), which archives 3D struc-
tural data of biomolecules, including proteins and nucleic acids and
InterPro, a database that classifies proteins into families and predicts
functional domains and important sites. These databases collectively
enable researchers to study protein behavior, interactions, and evolu-
tion on a global scale.

Despite the vast complexity and diversity of the protein space,
the functionality of each individual protein is unique and essential for
maintaining the overall quality, functionality, and phenotypic charac-
teristics of an organism. During the intricate process of protein fold-
ing, even a minor alteration at any step can result in a protein with
drastically different functionality, which may be either beneficial or
detrimental to the organism. A well-known example is the tumor sup-
pressor protein p53, which plays a critical role in preventing cancer.
A single-point mutation, such as the R175H mutation-where arginine
is substituted with histidine - causes the protein to misfold. Conse-
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quently, the misfolded p53 loses its ability to regulate the cell cycle
and repair damaged DNA, ultimately promoting tumor growth and
metastasis [4]. For the reasons outlined above, understanding the
mechanisms underlying the well-known “protein-folding problem”
and developing frameworks to predict the three-dimensional struc-
tures of proteins are critical to advancing our knowledge of human
biology. Decoding a protein’s shape and molecular structure has
broad practical applications, ranging from drug discovery to the de-
sign of proteins with specific properties. The protein-folding problem
was first introduced by Anfinsen in 1961 [5], who proposed that a
protein’s primary goal is to minimize the free energy resulting from
the interactions between the amino acids in its sequence. Since then,
numerous researchers have worked on computational methods and
algorithms to predict the 3D structure of a protein based on its pri-
mary sequence of amino acids. In 1994, the Critical Assessment of
Techniques for Protein Structure Prediction (CASP) competition was
established, held every two years, where teams tested their artificial
intelligence (AI) models using target protein sequences with known
experimental structures that were not yet included in the Protein
Data Bank (PDB). During the CASP14 competition in 2020, Deep-
Mind’s AlphaFold2 achieved a breakthrough by accurately predicting
protein folding, reaching levels of accuracy comparable to experimen-
tal methods. For this achievement, Demis Hassabis, the company’s
director, and lead researcher John Jumper were awarded a prize of
$3 million.

In the following section, the problem of predicting the three-di-
mensional structure of proteins will be discussed, alongside the key
artificial intelligence (Al) and machine learning (ML) techniques ex-
plored in the literature to address this challenge, with particular focus
on the AlphaFold2 model. A concise literature review of some popular
studies on this topic will be presented in Chapter 3, utilizing PubMed
search and Google Scholar to gather relevant sources. On Chapter 4,
real-world applications and implications of solving this problem will
be explored, along with an examination of the limitations and poten-
tial avenues for future research in this field.

Protein Folding and AlphaFold2 Methodology

Proteins are polypeptide chains made up of amino acids, and in
order to perform their biological functions, most of them must adopt
a unique three-dimensional shape. This process is known as protein
folding [6]. Initially, a protein exists in its primary structure, which
refers to its amino acid sequence. It then progresses to the second-
ary structure, where localized regions of the polypeptide backbone
adopt specific conformations, such as alpha helices and beta sheets.
The protein continues folding into its tertiary structure, involving
further interactions among the R groups of the amino acids. Some
proteins even reach a quaternary structure, where multiple polypep-
tide subunits come together. Predicting a protein’s final 3D structure
based solely on its primary sequence is an extremely challenging task.
According to Levinthal’s paradox [7], the number of possible confor-

mations for a protein can be as large as 100100, suggesting that the
protein would take years to fold into its final state. However, in reality,
this process occurs in a matter of minutes or even seconds.

As noted in [8], the protein-folding problem (PFP) can be divided
into three distinct problems that can be addressed individually: the
folding code (the interatomic forces in the primary structure that ul-
timately determine the fully folded protein), the kinetic aspects (the
speed at which a protein folds), and the computational problem (us-
ing in silico and Al-based approaches to predict a protein’s tertiary
structure based solely on its primary sequence). The first two prob-
lems fall under the broader category of physical interactions between
the amino acids in the polypeptide chain, while the third is a bioinfor-
matics challenge, closely linked to evolutionary history. Experimental
techniques such as nuclear magnetic resonance (NMR), X-ray crystal-
lography, and cryo-electron microscopy can be employed to predict
the 3D structure of proteins. However, these experimental methods
are both expensive and time-consuming, and to date, they have only
been able to solve approximately 200,000 protein structures stored
in the PDB [9]. As a result, research in this field has largely shifted
towards Al-driven approaches. The algorithms used in this domain
can be

Broadly classified into three categories:
1. Homology or template-based modeling,
2. De novo modeling, and

3. Machine learning (ML)-based modeling. The first category
involves models that rely on sequence alignment techniques (such
as multiple sequence alignment, MSA) to search databases like PDB
and UniProt for similar proteins (templates) based on evolutionary
history. The second category, de novo modeling, does not rely on tem-
plates but instead uses the laws of physics to explore possible con-
formations and select the one with the lowest free energy. The third
category, ML-based modeling, primarily uses deep learning methods,
including neural networks, to predict the 3D structure of target pro-
teins based on known structures. This short review focuses on this
latter category, highlighting Al-developed models like AlphaFold,
which have made significant contributions by providing valuable in-
sights and computationally solving many protein structures.

Among the Al models presented in the CASP contests the last few
years, AlphaFold2 [10] was the first computational method to pre-
dict the protein structures with atomic accuracy even with protein
with not known homologs, with an accuracy really close to that of the
experimental results. The main goal of AlphaFold is to predict the co-
ordinates of the heavy atoms in the final folded structure, given as
input specific amino acid sequence and searching for homologs in da-
tabases with specific algorithms, through the MSA process. Its archi-
tecture is actually a system of multiple neural network components
that work iteratively into a pipeline, to refine the predictions of the
final 3d structure.
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As a first step, the primary amino acid sequence and its aligned
sequences are input into the model, generating both the multiple
sequence alignment (MSA) feature map between the target protein
and its homologs, and the Pairwise Representation (PR) table of the
amino acids. These matrices are processed by 48 repeated layers of
a novel neural network block called the Evo former. Each block has
an MSA representation that updates the PR matrix, using attention
mechanisms along both rows and columns to focus on regions of the
protein that are crucial for folding. The transition layer integrates
sequence information with evolutionary context, and the final MSA
representation updates the PR matrix through an element-wise outer
product mean.

The PR matrix contains additional components, including triangle
multiplicative updates and triangle self-attention mechanisms, which
ensure that amino acids interact in a way that produces a physically
valid 3D structure. The outputs of this stage-the final pairwise and
single representations-encapsulate spatial and evolutionary infor-
mation that is then used by the Structure Model module to predict
the protein’s 3D conformation. This module comprises eight blocks,
where an initial guess of the 3D coordinates of the heavy atoms is pro-
gressively refined. The Ca atoms are positioned first in compliance
with the global frame, followed by rotations and translations of each
amino acid to achieve the correct spatial arrangement. Side chains are
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placed only after the backbone is set, with the Invalid Point Attention
(IPA) mechanism ensuring that these transformations respect local
3D geometry constraints. Additional updates guarantee consistency
between each residue’s local frame and the overall protein geometry.

Finally, side chain x-angle rotations are computed, along with con-
fidence metrics such as pLDDT (predicted local distance difference
test) and pTM (predicted template modeling score), which indicate
how closely the predicted structure resembles the real protein. The
Final Average Distance Error (FAPE) compares predicted atom posi-
tions with experimentally confirmed positions, producing the final 3D
shape. To enhance accuracy, the entire pipeline-including Evoformer
and Structure Model components-is recycled three times, using the
current predicted structure as the new initial input. This iterative
refinement adjusts atomic positions as needed, resulting in a highly
accurate prediction of the protein’s structure. The basic components
of AF2 pipeline are shown graphically in Figure 1. The biological
data that was used to train AlphaFold2 are all the protein sequences
stored in the PDB that were experimentally defined. In addition to
this, self-distillation was also applied to unlabeled proteins that were
predicted from AlphaFold?2 itself. Specifically, 75% of the dataset was
protein structures from PDB and the rest 25% was from the new data-
set predicted by the model. This method enhances the accuracy of the
model to a great extent.
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Figure 1: AlphaFold2 Neural Network Pipeline.

Literature Review

In the field of protein folding, AlphaFold has established itself as
the state-of-the-art model. On May 8, 2024, DeepMind introduced the
latest version, AlphaFold3 [11], which marks a significant advance-
ment in the prediction of protein structures. Beyond achieving higher
accuracy in structural predictions, AlphaFold3 extends its capabilities
to encompass a broader spectrum of biomolecules, including nucleic
acids, ions, ligands, and protein-protein complexes. Key components
of the model have been revamped, with the Evoformer and Structure

modules being replaced by the Pairformer and Diffusion model, re-
spectively. Despite these changes, the foundational neural network
architecture, including attention mechanisms, remains intact. The
training process for AlphaFold3 leverages data from the Protein Data
Bank (PDB), applying tailored filtering for different biomolecular cat-
egories, such as ligands, ions, proteins, and complexes. The accuracy
of its predictions is rigorously evaluated using specialized metrics, in-
cluding DockQ, LDDT, and pocket-aligned root mean square deviation
(RMSD).
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In recent years, deep learning (DL) and ML approaches have
revolutionized the field of protein structure prediction, particularly
through the development of Al models that have gained prominence
in CASP competitions. A comprehensive review by Chen, et al. [12]
highlights several state-of-the-art deep learning models, including
AlphaFold (versions 1, 2, and 3), RoseTTAFold, ProteinBERT, Deep-
Fold, OmegaFold, ESMFold, Swiss-Model, Rosetta, and I-TASSER.
These models represent the forefront of Al-driven protein folding,
showcasing the diversity and sophistication of techniques now avail-
able. Chen et al. also include a thorough discussion of the evaluation
metrics commonly used to assess the performance of these models.
These include the Global Distance Test Total Score (GDT TS), Tem-
plate Modeling Score (TM-score), Z-score (the deviation of a model’s
GDT TS score from the mean GDT TS score of all models), and LDDT.
The majority of deep learning-based models rely on sophisticated en-
coders, such as one-hot encoding or Position Specific Scoring Matri-
ces (PSSM), to transform protein sequences (composed of amino acid
residues) into numerical vectors. These encoded sequences enable
the models to extract meaningful features, significantly improving the
accuracy of structure prediction.

Al Models for Protein Structure Prediction

RoseTTAFold [13] shares many similarities with AlphaFold but is
designed as a more streamlined and com- putationally efficient mod-
el. Like AlphaFold, RoseTTAFold leverages Multiple Sequence Align-
ments (MSA) and attention mechanisms within its neural network
framework. However, it operates on a unique three-track system: The
first track processes the amino acid sequence of the target protein,
the second track extracts co-evolutionary information from the MSA
map, and the third track generates the 3D structure, which is then it-
eratively refined using graph-based deep learning techniques (Graph
Neural Networks, GNN). This structure allows Rosetta Fold to be sig-
nificantly faster and less resource-intensive than AlphaFold, making
it more accessible and user-friendly, particularly for high-throughput
applications. Deep Fold [14], while similar in approach to the afore-
mentioned models, incorporates Convolutional Neural Networks
(CNN), attention mechanisms, MSA, and GNN techniques within its
architecture. The model consists of several key components, includ-
ing DeepMSA2, which constructs the MSA matrix by querying multi-
ple sequence databases, and Deep Potential, which generates distance
and contact maps as well as inter- residue orientations. Additionally,
DeepFold employs L-BFGS folding simulations to refine and generate
the final 3D structure. Unlike other models, Deep Fold does not di-
rectly predict the 3D structure but instead excels in protein-protein
interaction predictions. While it is less efficient and slower in struc-
ture prediction compared to models like AlphaFold and Rosetta Fold,
Deep Fold’s strength lies in its ability to model protein interactions
with higher accuracy.

Omega Fold [15] introduces a novel approach to protein structure
prediction by diverging from the reliance on MSA and homologous

modeling. Instead, Omega Fold predicts protein structures using only
the single primary amino acid sequence, making it both simpler and
faster. This is particularly advantageous for predicting the structures
of proteins without a family tree that lack closely related homologs,
or for rapidly evolving proteins such as antibodies. The core of Ome-
ga Fold consists of two key components: the Protein Language Mod-
el (Omega PLM), which is responsible for sequence modeling, and
the Geoformer, a neural network comprising 50 blocks that handles
structure prediction. The final stage involves a structure refinement
step, using a model with 8 blocks, like AlphaFold, to predict the coor-
dinates of the heavy atoms in the protein. Esmond [16], developed by
Meta, leverages a custom protein language model called ESM-2, which
draws inspiration from transformer architectures used in natural lan-
guage processing (NLP), such as GPT and BERT. Unlike the previous
models, ESM-Fold directly predicts a protein’s 3D structure from its
amino acid sequence, making it particularly useful for proteins with
few known homologs. The model’s simplicity and streamlined ap-
proach contribute to its faster performance, particularly for large-
scale predictions.

Overall, ESMFold is primarily based on a transformer-based ar-
chitecture and does not incorporate as many neural network compo-
nents as other models, which further enhances its computational ef-
ficiency. ProteinBERT [17] represents a more generalized Al solution,
pretrained on an extensive dataset of 106 million protein sequences
derived from the Uniport and UniRef90 databases. Unlike models fo-
cused on 3D structure prediction, Protein BERT specializes in a vari-
ety of bioinformatics tasks, including protein classification, functional
prediction, feature embedding, and Gene Ontology (GO) annotation.
While it does not predict protein structures, it leverages foundational
deep learning techniques, such as transformers and global attention
mechanisms, to effectively capture complex sequence patterns and
relationships within large- scale protein data.

Al Integration Platforms

In addition to standalone Al models for protein structure predic-
tion, several platforms integrate Al methods to enhance their capa-
bilities. For instance, Swiss-Model [18] is a user-friendly, web-based
platform that predicts 3D protein structures based on template mod-
eling. It searches databases such as the AlphaFold DB to identify po-
tential templates for a target protein when no experimental structure
is available. Additionally, Swiss-Model can predict quaternary struc-
tures and employs machine learning techniques, such as Support Vec-
tor Machines (SVMs), to account for evolutionary constraints among
homologs. Users input a single amino acid sequence in FASTA format,
and the platform generates a 3D model of the target protein. In con-
trast, Rosetta application [19] rely on ab initio (de novo) methods to
predict protein structures. Unlike template-based approaches, Roset-
ta is more efficient in designing entirely new protein structures with
specific functionalities, as it does not rely on homologs or structural
templates. A notable feature of Rosetta is its energy minimization pro-
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cess, which refines the atomic positions in 3D structures to improve
stability and accuracy.

This refinement capability extends to both computationally pre-
dicted and experimentally determined structures, further enhancing
their quality and reliability. Another platform, I-TASSER [20], com-
bines threading, fragment-based assembly, and structure refinement
in its protein modeling pipeline. The threading process searches the
PDB for homologs and templates, utilizing machine learning algo-
rithms to uncover sequence-structure relationships. Subsequently,

Table 1: Main characteristics of protein-folding Al models.

fragment assembly algorithms organize and classify individual pro-
tein fragments to construct a preliminary structure. The final struc-
ture is refined through Monte Carlo simulations, adhering to bio-
chemical principles and appropriate constraints. Importantly, when
no suitable templates are available, I-TASSER employs ab initio meth-
ods to generate models, making it a versatile tool for a wide range of
protein structure prediction scenarios.

(Table 1) summarizes some of the main characteristics of all the
models described in sections 3.1 and 3.2.

Model

Key Compo- nents

Features

Strengths

Limitations

AlphaFold3 [11]

Pairformer, Diffusion
model, Neural Networks

High accuracy; sup- ports
proteins, nu- cleic acids,
ligands, ions, complexes

Best accuracy; broad
biomolecule scope

Computationally expensive

RoseTTAFold [13]

MSA, Attention mecha-
nisms, 3-track system

Faster, efficient 3D struc-
ture prediction

Faster than Al phaFold

Slightly less accurate

Focuses on protein

amino acid sequence only

evolving proteins

DeepFold [14] CNN, MSA, GNN, interactions, not direct Strong in protein inter- Slower structure prediction
L-BFGS actions
structure
OmegaFold [15] OmegaPLM, Geoformer Predicts structures from Faster, simpler, good for Less accurate for some pro-

teins

ESMFold [16]

ESM-2 (trans former),
direct 3D structure pre-
diction

Efficient, fast, for large-
scale predic- tions

Fast performance

Simpler, less com- plex than
others

Transformer, pretrained

Sequence analysis,

Good for bioinformatics

ProteinBERT [17]
On protein sequences

classification, functional
prediction

tasks No 3D structure prediction

Swiss-Model [18] Template modeling, SVMs

Web-based, template-based

3D structure predic- tion

User-friendly, tem-

plate-based Relies on avail- able templates

Ab initio, Energy minimi- | De novo

Rosetta [19] za- tion

structure refinement

Flexible in struc- ture
design

design, Computationally intensive

Threading, Fragment-
based assem bly, Ab
initio

I-TASSER [20]

Combines template- based
and ab initio methods

Slower than templatebased

Works without templates methods

Applications

Rather than simply cataloging the most prominent Al models in
the protein-folding field, it is equally critical to highlight their trans-
formative applications in medicine and biology. Al-powered protein
structure predic- tion models like AlphaFold have revolutionized
various domains, including drug discovery, protein engineering (de-
signing novel proteins), predicting protein-protein interactions, and
analyzing misfolded proteins to better understand diseases such as
cancer and neurodegenerative disorders. Beyond healthcare, these
models also find applications in industries like food technology and
manufacturing. In this paper, we briefly discuss some of the studies
that illustrate the practical applications of these Al models in some
of these fields. For example, Jimenez, et al. [21] employed CNNs and
ML techniques to analyze 7,622 proteins from the scPDB database,

identifying potential drug-binding sites. By conceptualizing protein
structures as 3D images, their model, DeepSite, used computer vision
approaches to predict binding sites. The evaluation metrics, such as
the distance to the center of the binding site (DCC) and discretized
volumetric overlap (DVO), demonstrated the model’s efficacy, achiev-
ing an average DVO of 65%. Zhang, et al. [22] leveraged a molecular
docking program called Glide to virtually screen the performance of
37 familiar drug targets, each represented by both exper- imental and
AlphaFold 2 (AF2)-predicted structures. Their findings revealed that
AF2-predicted structures performed comparably to experimental
structures, with high enrichment factor values indicating the ability
to identify active compounds binding to drug targets effectively. This
approach facilitates the development of more targeted and efficient
drugs for treating conditions such as cancer, neurodegenerative dis-
orders, and infectious diseases [23]. Additionally, several studies have
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focused on identifying small compounds targeting specific proteins.
For instance, Al techniques have been applied to discover compounds
targeting CDK20, WSB1, JM]D8, and other proteins, offering promis-
ing pathways for novel therapeutic strategies [24-26]. These applica-
tions exemplify the significant potential of Al in advancing both fun-
damental biological research and real-world medical innovations.

Designing new proteins has become a cornerstone of advance-
ments in rapidly growing fields such as biotechnology, therapeutics,
drug discovery, and bioengineering. The sheer vastness of the search
space for all potential proteins makes it infeasible to experimentally
solve every structure and uncover new biological functionalities with
unknown properties. Al models like AlphaFold 2 (AF2) and others
discussed earlier offer powerful tools for de novo protein design, en-
abling the creation of proteins with specific, desired functionalities
even in the absence of known templates. In their comprehensive re-
view, Pan, et al. [27] explore recent innovations in de novo protein
design. One promising approach involves making targeted refine-
ments or minor alterations to the backbone structure of proteins al-
ready stored in the PDB, rather than redesigning entire proteins from
scratch. This method retains structural integrity while introducing
novel functionalities. The subsequent step focuses on sampling and
optimizing side chains, which play a crucial role in determining a pro-
tein’s biochemical properties and functionality.

Given the vast combinatorial possibilities in side-chain sampling,
machine learning algorithms and advanced simulation techniques are
employed to narrow down the potential amino acid types, significant-
ly reducing the search space and expediting the design process. An-
ishchenko, et al. [28] explored the generation of synthetic proteins by
inputting manually generated random amino acid sequences into the
trRosetta model to produce an initial residue-residue distance map.
These sequences were then subjected to Monte Carlo simulations,
which revealed that network-synthesized genes encoded 129 protein
sequences. Upon inserting these synthetic genes into E. coli, 27 of
the resulting proteins successfully folded into stable, monodisperse
forms. Experimental validation confirmed that these artificially
generated proteins closely resembled naturally occurring proteins,
demonstrating the potential of Al-driven protein design. Another im-
portant expansion of protein-folding Al models, except from focusing
only on sole target proteins, is that they are capable of predicting pro-
tein-protein interactions which is very usefully in discovering cellular
pathways which can leads to many diseases such as cancer, metabolic
or autoimmune diseases. These interactions can be between two or
more proteins which are transferring “signals” through signaling pro-
teins [29]. In their study, Evans, et al. [30] extended the AlphaFold2
model to predict multimeric protein complexes, introducing a new
model named AlphaFold-Multimer. When tested on 17 heterodimer
proteins, AlphaFold- Multimer achieved medium accuracy on approx-
imately 13 targets and high accuracy on 7 targets, as assessed by the
DockQ score. Additionally, the model was evaluated on a dataset of

4,000 protein complexes, achieving successful interface predictions
for 67% of heteromeric and 69% of homomeric complexes, even in
cases with no close structural templates. Following the success of Al-
phaFold-Multimer, further studies expanded its application, including
the prediction of complexes such as PHF14-HMG20A and CYP102A1,
showcasing the growing versatility of protein-folding Al models
[31,32].

Discussion

The advent of Al has significantly advanced our understanding of
various biological challenges, particularly the protein folding prob-
lem. These breakthroughs, while transformative, have also highlight-
ed the complexities of evaluating Al-driven models. Despite the con-
siderable success of state-of-the-art models, they are not immune to
errors and still possess inherent limitations. In the context of protein
structure prediction, models are typically evaluated through compe-
titions like CASP (Critical Assessment of Structure Prediction), where
their performance is assessed using specialized statistical measures
designed for this task. Additionally, Al models developed to assess
the performance and accuracy of primary prediction models, such
as ModFold8 [33], are also commonly used for evaluation purposes.
However, directly comparing all Al models remains a challenge due
to the diversity of target proteins and categories within CASP compe-
titions, as not all models compete across every category. Therefore,
establishing a clear, comprehensive comparison is complicated.

Model Evaluation Metrics

In CASP14, AlphaFold2 emerged as the top performer, achieving
outstanding results across all targets in the test dataset. Specifically, it
attained a median backbone accuracy of 0.96 A RMSD, indicating that
the deviation between predicted and actual atomic coordinates was
limited to the typical length of a bond—demonstrating exceptional
precision. Moreover, its all-atom accuracy reached an impressive 1.5
°A RMSD, and its GDT-TS score was 92.4, a clear testament to its struc-
tural prediction capabilities. RoseTTAFold, in second place, achieved
a median backbone accuracy of 2.8 °A RMSD and all-atom accuracy
of 3.5 °A RMSD, marking a solid, though comparatively lower, per-
formance. Although AlphaFold2 did not participate in CASP15, many
models, including RoseTTAFold and I-TASSER, leveraged insights
gleaned from AlphaFold2 to refine their approaches. Given that CASP
competitions are held every two years, evaluation results for Al mod-
els in protein structure prediction are not updated in real-time. To
address this, the Continuous Automated Model Evaluation (CAMEO)
contest provides weekly assessments of Al models, employing its own
evaluation metrics, such as the LDDT. As of the end of June, models
like OpenComplex and Swiss-Model led the CAMEO rankings, with
LDDT scores of 81.7 and 79.2, respectively. These ongoing evaluations
offer valuable insights into the continuous improvement of Al-based
protein structure prediction models.
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End Users of AI Models

The development of Al-driven protein structure prediction mod-
els has revolutionized the field of computational biology, offering
transformative opportunities across various domains. As highlighted
in Section 2, these models have the potential to significantly enhance
productivity and deepen our understanding in several key areas. First-
ly, academic researchers in structural biology and related fields can
leverage these Al models to advance their research by gaining deeper
insights into protein functionality, uncovering new mechanisms, and
exploring biological pathways. These models not only streamline the
research process, reducing the need for costly and time-consuming
laboratory experiments, but also pave the way for the development
of next-generation models and methodologies. In collaboration with
researchers, computational biologists and bioinformaticians can en-
hance their comprehension of complex proteomic landscapes and
cellular functions.

Their work can lead to the development of innovative models that
have broad applications, from commercial ventures to driving prog-
ress in drug discovery and drug design. A third group, encompassing
pharmaceutical and biotechnology companies, as well as healthcare
institutions, stands to benefit greatly from the insights derived from
Al-driven protein structure predictions. These entities can harness
research outcomes to develop novel therapeutic products, driving
commercial success, while also advancing personalized medicine
approaches tailored to individual patient needs. Finally, the ultimate
beneficiaries of these advancements are patients and individuals
affected by critical diseases or other biologically-driven conditions.
Through the understanding of protein folding and protein-protein
interactions, new therapies, drugs, and medical treatments can be de-
veloped, offering tangible improvements to their health and quality
of life. The potential for Al models to impact disease treatment and
management represents a profound shift in the future of medicine
and healthcare.

Limitations of Models

Despite the remarkable success of AF2 and other similar models
in solving the protein-folding problem, several key limitations remain.
While AF2 performs well in predicting a protein’s single structure, it
is unable to capture the dynamic nature of proteins, which often exist
in multiple conformational states. These conformational changes are
crucial for many biological functions, and the inability to predict them
limits the model’s capacity to fully characterize the diverse range of
structural forms that proteins can adopt under different physiological
conditions [34]. This oversight diminishes the model’s utility in appli-
cations requiring an understanding of protein flexibility and function-
ality. Moreover, even with the advancements in AF3, which includes
some improvements in predicting protein-protein interactions, the
state-of-the-art models still struggle to accurately represent these
complex and transient relationships. Protein-protein interactions are
essential for cellular processes and drug design, yet current models

have yet to reach the level of precision necessary for reliable predic-
tions in these areas. Another significant limitation is that AlphaFold 2
and similar models are unable to predict post-translational modifica-
tions, which occur after a protein is folded [35]. PTMs, such as phos-
phorylation or glycosylation, play a crucial role in regulating protein
activity, stability, and interactions, and their accurate identification is
vital for understanding disease mechanisms and developing targeted
treatments. Since AF2 relies solely on the amino acid sequence input,
it cannot account for these important modifications, thereby limiting
its application in more advanced biochemical studies.

From a technical perspective, several challenges persist in the
protein folding prediction process. The generation of MSA maps and
the search for homologous templates are computationally demanding
tasks, re- quiring extensive processing power and time, even when
utilizing parallel and distributed computing systems. Additionally, the
deep learning and neural network architectures underpinning mod-
els like AF2 are inherently complex and difficult to interpret. These
models are not governed by a single, easily understandable equation
but are the product of intricate interactions between numerous func-
tions and neurons, making it challenging to trace the rationale behind
specific predictions. This lack of interpretability complicates the task
of validating and refining predictions, as the "black box” nature of
these models leaves little insight into how decisions are made. Fur-
thermore, the training process itself is critical to the model’s perfor-
mance. Biases in the training data, whether due to overrepresentation
of certain protein types or sequence similarities, can affect the mod-
el’s accuracy, especially for proteins or scenarios that differ from the
training dataset. This can lead to model bias, where certain predic-
tions are overfitted or less reliable, limiting the generalizability and
robustness of the model across diverse datasets and protein families.

Future Research

The limitations outlined above, combined with the vast potential
applications of solving the protein-folding problem, provide key di-
rections for future research. One of the most critical areas for the next
generation of models is to move beyond the prediction of single pro-
tein structures and focus on integrating broader functionalities. Fu-
ture models should aim to predict not only the structures of individ-
ual proteins but also the interactions within large protein complexes,
as well as with other biomolecules such as RNA, DNA, ligands, and
ions-all of which are frequently encountered in structural databases
like PDB. By expanding

their scope to include these more complex molecular interactions,
Al models could contribute to a deeper understanding of cellular
processes and enable the development of more advanced therapeu-
tic strategies and commercial products that address many pressing
biological challenges [36]. Additionally, a crucial step for advancing
biological research is the innovation of computational methods. This
includes developing more efficient algorithms, databases, and ontol-
ogies designed to streamline the retrieval of biological information
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and the optimization of neural network architectures. Implementing
these improvements would greatly enhance the speed, accuracy, and
cost-efficiency of Al-driven models, enabling researchers to explore
more intricate biological systems without the constraints of computa-
tional limitations. These advancements could significantly reduce the
time, effort, and financial resources required to run large- scale pro-
tein structure predictions, thus accelerating progress across a range
of scientific and medical domains. By focusing on these multifaceted
challenges, future research will play a pivotal role in addressing the
open questions in biomolecular sciences and in pushing the boundar-
ies of what is possible with Al in biological research.

Conclusion

The protein problem has garnered significant attention following
groundbreaking innovations like AlphaFold, which have revolution-
ized the field of computational biology. However, it is still premature
to declare the problem fully "solved” in an absolute sense. While
tremendous progress has been made, there remain numerous chal-
lenges to address, and continued advancements, refinements, and
innovations are essential. Future developments hold great promise
for uncovering new insights and unlocking a wealth of exciting dis-
coveries with transformative applications that could fundamentally
reshape our understanding of biology. These breakthroughs have the
potential to not only enhance the field of computational biology but
also significantly impact healthcare, drug discovery, and our broader
approach to solving complex biological problems, ultimately improv-
ing our lives worldwide.
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