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ABSTRACT

Objective: To investigate the value of principal component distance of anatomical features in cranial-face 
matching. 

Methods: Human head CT data were 50 cases, including 25 males and 25 females. Each skull and facial tissue 
were reconstructed and stored in the skull and head database, respectively. Six anatomical features in the skull 
were determined, coordinate points were recorded, and the covariance and principal component coefficients of 
coordinate points were calculated. The mean and standard deviation of the principal components are calculated 
by finding the coordinates of the markers, and the mean and the standard deviation are saved in order as a 
database as the digital mapping of skull-face. The Euclidean distance is compared between the skull principal 
component coefficient and the principal component coefficient of the database skull model to be matched, and 
the face model mapped by the minimum distance is taken as the result of the skull face simulation. Rebel the 
40 skull anatomical feature points in the model library and match the skull model in the database to verify the 
reliability and robustness of the data algorithm. 

Results: The correct number of matches in the database was 37 (92.5%). 

Conclusion: The principal component distance based on anatomical features can effectively match the facial 
data corresponding to the skull.

Keywords: Anatomical Characteristics; Principal Component Coefficient; Euclidean Distance; Face Restoration; 
Database

Gong Huangkai1, Wu Henderson1, Wan Xinyi1, Gu Zhongya1, Ma Zhongbin2 and Ji Dafeng1* 
1Medical College of Nantong University, China
2Nantong Hospital of Traditional Chinese Medicine, Nantong, China

*Corresponding author: Ji Dafeng, Medical College of Nantong University, China

ARTICLE INFO

Received:   July 01, 2024
Published:   July 09, 2024 

Citation:  Gong Huangkai, Wu Hen-
derson, Wan Xinyi, Gu Zhongya, Ma 
Zhongbin and Ji Dafeng. Skull-Face 
Matching Based on Principal Compo-
nent Distance of Anatomical Features. 
Biomed J Sci & Tech Res 57(3)-2024. 
BJSTR. MS.ID.009008.

Introduction
Face restoration technology based on skull has always been a 

research hotspot in archaeology and forensic medicine [1]. The tra-
ditional recovery technology obtains human head data through CT 
scan, and after reconstruction, the skull model is obtained through 3D 
printing or gypsum model, and the soft tissue modeling is performed 
on the model to obtain the effect of facial recovery. This kind of recov-
ery requires high time cost, large material demand, low recovery ef-
fect compliance rate, and no digital storage or modification. In view of 
the above deficiencies, this study plans to establish a digital skull-face 
database, combined with the spatial distance between the principal 
components of the skull, so as to map the facial features of the skull.

Data
General Information

Human head CT data for 50 cases, including 25 males and 25 fe-
males; scan range: roof to full jaw; scan voltage: 120kV; resolution: 
0.49mm×0.49mm×0.5mm; scanning machine: Philips; Workstation: 
HOST-32348. DICOM (Digital Imaging and Communications in Med-
icine) Data were provided by the Imaging Center of Nantong Hospital 
of Traditional Chinese Medicine.

Software platform

Image processing platform: 3DSlicer 5.6.1 (www.slicer. Og); Data 
processing and programming: MATLAB R2016a (Mathworks corp., 
USA).

https://biomedres.us/
https://dx.doi.org/10.26717/BJSTR.2024.57.009008


Copyright@ :  Ji Dafeng | Biomed J Sci & Tech Res |   BJSTR.MS.ID.009008. 49306

Volume 57- Issue 3 DOI: 10.26717/BJSTR.2024.57.009008

Methods
Based on the CT data of the skull in the study, the study was lo-

cated to six anatomical feature points and matched the three closest 
skull in the database and their faces through the principal component 
coefficient distance of the feature points. The specific experimental 
flow is shown in the figure below.

Location of the Anatomical Markers

The data was volume rendered (Volume Rendering) in 3DSlicer, 
using Create new Point List to create a set of mark points, respectively 
in the left cheekbone, the nasal root, the end of the nasal bone, the 
right cheekbone, the maxillary middle incisor, and the mandibular 
mental process, to create a set of 6mark points (Figure 1). After posi-
tioning, the coordinates were copied in the Markups module and im-
ported into Excel for numbering.

Figure 1: Flow of skull-face matching based on anatomical feature points

Model Reconstruction and Export

The skull and face were reconstructed by the threshold, cut off 
the excess, open the Surface Toolbox, select the model, and the op-
timization rate was adjusted to 0.9 in the Decimate module, and the 
model was optimized to reduce the number of vertices and polygons 
and increase the extraction efficiency. The optimized skull model and 
face model are exported as stl (stereolithography) to form the mod-
el database. The database includes the skull model library and face 
model library, where the corresponding skull has the same number 
as the face model.

Digitization of Anatomical Features and the Formation of 
a Feature Database

The coordinates in 2.1 were imported into MATLAB to calculate 
the covariance matrix (Formula 1), and the principal component co-
efficient was calculated by using the covariance matrix.
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Where n is the number of feature points, n =6, p is the number of 
feature dimensions, p =3, representing the X axis coordinate, Y axis 
and Z axis coordinate, xij, xik, xj, xk Represents the coordinate values of 
the corresponding axis, and the mean of the corresponding axis coor-
dinates, Sjk is the covariance matrix of the coordinate matrix. The co-
variance matrix eigenvalue and the eigenvector, and the first principal 
component coefficient under the maximum eigenvalue. The MATLAB 
command used in the above procedure is:

S = cov (Coordinates); % to find the covariance matrix of the co-
ordinate matrix

[C, ~, lam] =pcacov (S); % Find the principal component coeffi-
cient coeff and the variance contribution lam of the covariance matrix.

This gives a symmetric square array of 3×3. Save the square ma-
trix in sequence as a feature database. The cumulative contribution 
of principal components was calculated from the variance contribu-
tion, and the cumulative contribution of the first two principal com-
ponents was> 90%. The first and second principal components of the 

https://dx.doi.org/10.26717/BJSTR.2024.57.009008


Copyright@ : Ji Dafeng | Biomed J Sci & Tech Res |   BJSTR.MS.ID.009008.

Volume 57- Issue 3 DOI: 10.26717/BJSTR.2024.57.009008

49307

marker points were found using Formula 2 and recorded into the dig-
ital feature library.

*ni n iY F C=  ( )1,2i =  (Formula 2)

Where n is the number of samples, i is the main component serial 
number, Yni is the sample principal components, Fn is the point coordi-
nates for the sample, Ci is primary component coefficient.

Digital Feature Distance Calculation

According to the cumulative contribution rate of principal com-
ponents in 2.3, and the mean value and standard deviation of the first 
principal component coefficient and the second principal component 
are taken as the digital features, and the Euclidean distance (formula 
3) between the matching marker and the digital feature library is ob-
tained as the evaluation index of skull similarity. 
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 Yk is the principal component numerical features of the skull to 
be matched, Yb is the numerical feature of the principal components 
in the principal component coefficient library. The smallest of these 3 
distances were selected as the reference model output (Formula 4).
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 Where Yk is the principal component coefficient of the skull to be 
matched, Fi is the minimum face in 3 matched faces.

Model Rotation Validation

By rotating the angles of existing models X, Y and Z axis, calculate 
the digital features at different angles and then compare their simi-
larity.

Program Testing and Packaging

Design the graphical user interface, define appropriate buttons, 
graphical display axes, options and other components (Figure 2), and 
embed coordinates records in the software.

Figure 2: Graphical and graphical user interface of the program.
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Regeneration Misjudgment Rate

Using the 40 skull models in the database, we re-labeled the fea-
ture points, and then conducted the matching accuracy test to calcu-
late the matching success rate. Where the minimum, mean and maxi-
mum Euclidean distance are determined more than 2 times, the same 
number is recorded as the matching result. The backward misrepre-
sentation rate is calculated by Formula 5.

*

100%nE
n

= ×  (Formula 5) 

among n* Is the number of misjudgment, n is the total number of 
cases, here n =40, E is the backward misjudgment rate.

Results
Principle Component Coefficient of Anatomical Features

Model 4 in the selected database for matching validation and  
Figure 3 shows the coordinates of the selected data points. Table 1 
shows the database skull original feature coordinates and principal 
component coefficients and the relabeled feature coordinates and 
principal component coefficients. As can be seen from Table 1, the 
coordinates of the feature points are changed, but the principal com-
ponent coefficients are less different. As can be seen from Table 2, 
the digital features of the marked points of the same model vary very 
little under different angles.

Figure 3: Feature markers (red dots), coordinates (1) and principal component coefficient (2).
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Table 1: Characteristic coordinates and principal components of the original features and re-labeled coefficients.
Original Feature Coordinates Relabel the Feature Coordinates

feature 1 -46.02,95.40 ,87.98 -46.70,96.87,85.84

feature 2 0.35,81.73,114.45 0.50,82.38,112.34

feature 3 44.81 ,103.21,85.80 0.73,77.34,96.75

feature 4 1.02 ,76.84 ,96.11 43.25,103.98,82.65

feature 5 0.15 ,85.14,44.77 1.67,85.75,44.23

feature 6 -1.09 ,104.67 ,16.52 1.78,104.98,16.61

The first pcc* -0.03, -0.18,0.98 -0.13, -0.19,0.97

The second pcc 1.00,0.08,0.04 0.99,0.04,0.14

The third pcc -0.08,0.98,0.17 -0.06,0.98,0.18

Note: *pcc is the abbreviation of principle component coefficient

Table 2: Digital features labeled at different angles of the same skull model.
Degree of Angle (X, Y, Z) Mean value of the 1st pc Standard Deviation of 1st pc Mean Value of the 2nd pc Standard Deviation of 2nd pc

0, 0,0 33.45 43.86 16.47 29.84

30,0,0 32.89 43.77 16.94 30.21

30,30,0 33.02 43.6 16.38 29.42

30,30,30 32.48 43.15 15.78 29.59
Note: *pc is the abbreviation of principle component

Validation Results

According to the first and second principal component charac-
teristics in Table 2, the corresponding minimum 3 distances in all 
samples are selected, and the corresponding face and skull models 
are extracted through the mapping of the principal component digital 
feature library and displayed. In this case, the no. 4 skull model is ver-

ified, and Figure 4 shows the matching results. As Figure 3 illustrated, 
the similarity and distance order are 15 (0.00315), 12 (0.04292), 4 
(0.05555), 4 (0.08984), 11 (0.1.11736), 15 (0.12741), and the maxi-
mum matching order is 4(0.12413), 11 (0.17435), 10 (0.23217). The 
skull model is considered to match successfully.

According to Formula 4,37 cases were successfully matched to the 
original skull, with a matching success rate of 92.5%.

Figure 4: Euclidean distance model matching results based on the principal component coefficient (a minimum match; b mean match; c maximum 
match).
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Discussion
The restoration of skull appearance is of great significance to 

the attributes of archaeological, forensic and biological species. In 
the two-dimensional images, the defective face is currently used to 
restore the face [2], A fuzzy face restoration based on the da Vinci 
platform [3]. However, there have been few studies on three-dimen-
sional face restoration, due to the large difference in soft tissue and 
the unknown relationship between skull-soft tissue. Since the skull 
anatomical features play an important role in CT-MRI image fusion 
[4-6], The skull is also the foundation of the soft tissue of the head 
and face. Therefore, using the anatomical features of the skull. The ob-
vious anatomical features of the skull include anterior and posterior 
diameter, transverse diameter, agittal angle, occipital tuberosity (con-
vex) and the height of cribriform crest [7] Etc., these features have an 
important role in intracranial image fusion, but cannot be used for 
craniofacial data fusion or matching. In the application of body sur-
face structure, the localization error of anatomical features based on 
CT is smaller than that of that based on MRI, and the applied features 
include 8 structures, including eyebrow center, ear wheel and occipi-
tal protrusion [8]. According to Zhou et al., the features based on the 
key points of expression have a higher recognition accuracy and the 
feature data are more concentrated [9], The corresponding computa-
tional amount also showed significant decreases, indicating that facial 
expressions have obvious correlation with anatomical features, but 
these temporary facial features [10], And does not serve as a key point 
for cranial-plane matching.

Therefore, the anatomical features consistent with the personal-
ized face must be found to be applied to the cranial-plane matching 
data. The zygoma can be used as a three-dimensional evaluation fea-
ture of facial soft tissue defects as described by Elena et al [11], And 
the zygomatic bone is also the widest part of the face, as the maximum 
variance of the feature point on the coronal axis. The Angle between 
the frontal and nasal angles, the upper end of the nasal bone, and the 
connection at the end of the nasal bone, varies greatly in different rac-
es or among different individuals [12], The frontal nose angle can be 
regarded as the maximum variance of the feature point in the sagit-
tal axis and can be used as a cranial-cranial match. The convex shape 

of chin lung is divided into round, square and pointed, and there are 
great differences in different races or different periods [13], Thus it 
can also act as markers of cranial-cranial matching. Among the differ-
ences in cranial structure, the genetic influence rate of the dental arch 
of permanent teeth was as high as 72.92% [14], Therefore, the nasal 
root-chin bulge distance can be regarded as the maximum variance of 
the feature point on the vertical axis and also as a sign of cranial-cra-
nial matching. The matrix principal component difference is mainly 
based on its eigenvalues and eigenvector, which represents the main 
direction of point cloud distribution in 3 D space and is the calculation 
of principal component coefficients. Based on the anatomical features 
described above, the basic structures of interskull matching include 
zygomatic, nasal root, nasal bridge, dental arch, and mental bulge of 
the mandible. As a technology of dimension reduction analysis, prin-
cipal component analysis can reduce the complex face point cloud 
[15], Thus the principal component distance is calculated and used as 
a feature similarity [16].

The advantage of PCA coefficient is not affected by original coor-
dinate point scaling, rotation and translation. PCA is also a linear fit 
to multivariate data, so too many dimensions are prone to overfitting. 
In the pre-experiment of this study, the 9 feature points showed an 
obvious overfitting state. Based on the above basis, this study uses 
the six craniofacial anatomical features of the skull CT sequence to ob-
tain the principal component coefficient and match the most similar 
facial skull through the calculation of Euclidean distance, combining 
the existing cranial surface data, so as to map the most consistent fa-
cial structure. To analyze the reliability of matches from the backward 
misjudgment of known model libraries, as shown in Table 1, the ob-
tained principal component coefficient is very close in different fea-
ture coordinates. Further, by solving the principal components, the 
mean and standard deviation of the first principal component and the 
second principal component are obtained as the digital features of the 
model. Combined with the Euclidean distance, the similarity between 
the matching model and the model in the database can be evaluated. 
As visible from Figure 4, the matching model matches the model to 
be tested. The accuracy reached 92.5% by the reciprocal test of data 
from 40 cases (Figure 5).

Figure 5: 6 Location of anatomical features (a front; b side).
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Conclusion
The corresponding faces could be matched to the skull based on 

the Euclidean distance of principle component coefficient.
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